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- Clemson University created in September 1986 a University Research
Initiative Program in Discrete Mathematics and Computational Analysis

o funded by ONR to investigate basic and applied problems in two
% interdisciplinary areas of the Mathematical Sciences and established an
N advanced computing facility to support computational research in these areas.

The research focused on the areas of discrete mathematics and computational
analysis. Some problems addressed have a strong potential for application
into technological developments at the Navy laboratory level. Other
problems address basic theoretical questions that are important to the long-
term scientific interest of the Navy and support subsequent applied research
of the Program. Faculty research efforts were augmented by visitors and
graduate students. ) -

A Program Steering Committee was formed to oversee the routine
activities of the Program. Faculty members wishing to participate in the
University Research Initiative Program were invited to submit proposals.
The Steering Committee selected six projects for limited funding during the
first year. These projects were continued in year two and five new projects
were initiated. (Most of these new projects were initiated in the first year
without funding.) In year three, support was continued to five projects.
Support in all years took the form of one to three months of support, travel
and colloquia from visiting mathematical scientists. Each year the Steering
Committee selected outstanding visiting faculty who were supported by funds
supplied by Clemson University with reduced teaching loads and who were
chosen to stimulate the University Research Initiative Program. There was
one visitor (Professor Kenneth Driesel) in the first year, two visitors
(Professors Clark Jeffries and Peter Slater) were funded in year two and one
(Professor Jennifer Key) in year three.

The first year of the University Research Initiative Program gave special
emphasis to acquiring advanced computing equipment and to establishing

0 the new computing capability. A parallel processor machine with processors
z linked by a hypercube topology was purchased with funds from this contract

and with other funds from Clemson University. An expanded network of
terminals was provided to permit accessibility to users.

Much of the research has common mathematical threads and lends itself
t o interdisciplinary approaches by researchers. The interdisciplinary nature of
the Program is further reflected by the computational questions that are a
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common component of each sub pject. This focus on computational issues
and the development of advan S computational capabilities led to the
establishment of an adv computing capability.

...-Sp-ifi-research projects initiated in the area of discrete mathematics
were:

"Combinatorial Matrix Analysis") The investigator in this project was
Professor C. R. Johnson. Graduate students included in this project
were Mr. Peter Nylen, Mr. Michael Lundquist. This project was
somewhat curtailed when Professor Johnson relocated to William and
Mary University; howev he graduate students remained with the
project, were di y Professor Johnson and will have completed
begrees at Clemson by May 1990. Professor Jeffries (see

-'-below) also continued work in this area as part of another research
project.

-Combinatorial Structures and Network Reliability', (the investigation
of the rich combinatorial structure that underlies ne ork reliability
problems and the development of more efficient al orithms for
calculating network reliability). The investigato n this project were
Professors J. P. Jarvis and D. Shier. They asisted by graduate
research assistant Mr. Richardi.

"Development of Linear Algorithms on Combinatorial Structures' (the
development of linear computation and its range of applicability to
include a wide variety of scientific algorithmic problems). The
investigators on this project were Professors S.and
Renu Lasker. They were assist ar assistants Mr. Jay Boland,
Ms. Ga1a.Do eanor Hare, Ms. Judy Vanderlaan, and Mr.
Thomas Wimer.

"Linearization and Geometric Strategies for Special Mathematical
Programming Problems" (second and third summers). The
investigator on this proje t was Professor Warren Adams. His research
assistants were Mrs. Lassiter and Mrs. Terri Johnson. Professor P.

aring unsupported) and his graduate research assistant, Mr. Eric
Bibelnieks, assisted on this project. / / 2 ,-

S'
4Computatioral'Problems in Graph Theory and Combinatorial
Geometry" (summer two only). The investigator on this project was For.
Professor'obert Jamison. Research assistants Mrs. Cindy Harris and
Ms. Virginia Rice assisted in this area of research. I.B

Ced 8
Specific research projects initiated in computational analysis were:

"Hierarchical Systems" (extention of current work concerning analytic
properties of hierarchical matrices and development of mathematical MI

algorithms for data analysis on parallel and systolic architectures). The
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investigator on this project was Professor Daniel Warner. He was
assisted by research assistants Mrs. Tracy Bibelnieks and Mr. James
Zurochak.

"Distributed Control of a Multimodal System" (development of control
coordination methods based on simulation of realistic examples for
multimodal systems). The investigators on this project were Professors
Robert Fennell, Robert Haymond, and James Reneke. They were
assisted by graduate assistants Mrs. Belinda King, Mr. Michael Pisarcik
and Mr. Jody Trout.

"Nonlinear Dynamical Systems" (a methodology for partial differential
equations problems, a new model in fluid flows, and dynamical
systems in neurel network problems). The investigators on this project
was Professors James Brannan, James Reneke, and Clark Jeffries.
Assisting in the work but unsupported by the program were Professors
Bose and Cover. Graduate research assistents on this project were Ms.
Nancy Cauthan, Ms. Karen Funk, and Mr. Micael Reitz.

"Algorithms for Parallel Processors with Vector Nodes" (partial support
in years two and three). The investigators on this project were
Professors Christopher Cox and Roy Pargas. Mr. James Knisely was a
research assistant on this project.

"Semantics and Processor Scheduling for Parallel Processors"(support
for year two only). The investigators on this project were Professors
Robert Geist, Sandra Hedetniemi, and Dennis Stevenson. They were
assisted by research assistants Mr. William George, Mr. Joe Hudson,
and Mr. Robert Reynolds.

"Game Theory and Equilibrium Theory" The investigators on this
project were Professor Michael Kostreva and William Ruckle (summer
two only). Graduate research assistants on this project were Ms. Nancy
Brown and Mr. Ernest Cline.

The Steering Committee consisted of two Research Area Coordinators
(discrete mathematics and computational analysis), the Head and the
Associate Head of the Department of Mathematical Sciences and a member to
coordinate the projects conducted with the Navy Laboratories. The
Committee members for most of the program were S. T. Hedetniemi, D. D.
Warner, R. Ringeisen, T. G. Proctor and J. A. Reneke.

Professor William Verry was the Technical contact from September 1986
until September 1987. (He relocated at that time because a portion of his
support could not be implemented.) At this time, Professor T. G. Proctor was
named Technical contact. Professors Verry and Proctor attended a year one
presentation in Washington in May 1987. There was an ONR site visit in
April 1988 at which some progress was reported in written form. Other
reports have been submitted to ONR as follows:
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1. Publications/Patents/Presentations/Honors Report submitted in
December 1988,

2. Publications/Patents/Presentations/Honors Report submitted in
October 1989,

3. Answers to specific questions directed to the Clemson URI
investigation at site review: May 1988,

4. Progress report submitted to ONR Scientific Officer (Dr. Glassman)
for his year three planning sessions in late July 1988,

5. Progress report submitted to ONR Scientific Officer (Dr. McMorris)
for year two planning sessions in October 1987.

The Program scope was adjusted several times during the duration of the
contract. The originally approved budget was reduced by 10% one month
after the program was initiated, the second year budget was also reduced by
10% and in the third year, the Program was given only 34% of the originally
approved funds and was terminated at the end of three years. Budget and
expenditure summaries are attached to this report.

Funding cuts necessitated removing several aspects of the original
proposal. Specifically no Advisory Committee was formed, a proposed
technician was not employed, and the amount of equipment purchased was
reduced. Every effort was made to deliver the proposed research objectives.

The Department of Mathematical Sciences at Clemson University is well
suited to the objectives of the University Research Initiative Program. The
Department has an established history and a national reputation of
interdisciplinary research and teaching. The heart of the ONR University
Research Initiative Program in Mathematical Sciences effort was the
experience of the Research Coordinators and the principal invesigators. Their
combined experience represents over $4 million in research funding from
government agencies and over forty years research experience.

Graduate students, Navy Research Fellows, and postdoctoral fellows
played an important role in the research tasks proposed in the Program.
There was one doctoral fellow (Mr. Thomas Wimer) in the first year, two
doctoral fellows (Mr. Peter Nylen and Mr. Eric Bibelnieks) for year two and
one (Mr. Eric Bibelnieks) in year three. There were four graduate research
assistants in the first year, seventeen students received research support in
year two and eight will receive support in year three. Navy Research Fellows
were advanced graduate students who had been admitted to candidacy and
whose dissertation topics were relevant to research supported by the
University Research Initiative Program. The ONR University Reserach
Initiative Program has definitely enhanced Clemson University's reputation
for graduates in the applied mathematical sciences.

The ONR University Research Initiative Program organized and partially
supported four two-day mini-Conferences on Discrete Mathematics. These
mini-conferences are held in October each year and consist of twelve thirty
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minute talks by invited speakers and workshop sessions at night and between
sessions. Attendance at these conferences has risen from about thirty visitors
from largely regional institutions to sixty visiting distinguished scientists
from all regions of the United States and Canada. This has been one of the
highlights of the URI program at Clemson. Programs for the four URI
sponsored mini-conferences are part of this document. Announcements for
the fifth mini-conference has been mailed.

The URI Program also held a two day Workshop on Parallel Computing
in November 1987 with twelve speakers and forty eight participants. Other
Program activity at Clemson included three short courses on the T-20
hypercube for Clemson faculty and graduate students, seminars in specific
research areas (graph theory, applied analysis, and parallel algorithms) which
were maintained throughout the contract, and a limited colloquia series with
invited speakers from other institutions as follows (listed in order of the visit
to Clemson):

Thomas J Morin Purdue University
Barry Peyton Boeing Computer Services
Guillermo Owen Naval Postgraduate School
Arthur Hobbs Texas A&M University
Edward Assmus Lehigh University
Ernst Stephan Georgia Institute of Technology
Pauline van den Drissche University of Victoria
Gary Hewer Naval Systems Weapons Center
Pitu Michandani Rennslear Polytechnic Institute
Volker Wikstutz UNC Charlotte
Pierre Hansen RUTCOR
David Fielding Cornell University
John Burns Virginia Polytechnic Institute
John Baxley Wake Forest University
Tsu-Fen Chen University of Texas in Arlington
Fumio Kojima ICASE
Joseph Ecker Rennslaer Polytechnic Institute
Gerde Fricke Wright State University

Contacts were made at five Navy Installations: the Naval Coastal Systerr's
Center, the Naval Ocean Systems Center, the Naval Research Laboratory, the
Naval Systems Weapons Center, the Naval Underwater Systems Center, and
the Naval Personnel Research and Development Center. Visits were -nade to
each of these laboratories. A presentation was made at a joint Natio-aal
Science/Naval Research Laboratory (Washington, D. C.) a Clemson
University faculty member spent a year at the Naval Postgraduate School, and
another faculty member spent a summer at the Naval Underwater Systems
Center. Three research proposals were formulated by Clemsn faculty with
specific personnel at Navy laboratories. At this time, one of these is pending,
one is being reworked and the third is dormant.
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Work Accomplished in Discrete Mathematics. A research focus in linear
algorithms for a new class of graphs formed at the beginning of the contract
and maintained a vigorous life throughout the period. The core group
included leaders Professors Steven T. Hedetniemi and Renu Laskar, their
students, and some additional faculty members. Faculty from other
institutions regularly visited the weekly meetings. This group developed a
methodology and supporting theory for constructing new linear time
algorithms for solving NP-complete problems when restricted to certain
families of graphs, called k-terminal graphs (or equivalently graphs of
bounded tree-width, or partial k-trees). To date, it is known this methodology
can be used to construct new linear time algorithms for solving more than 50
types of problems on any of 30 families of graphs. In the course of this
research, approximately one dozen new algorithms were actually constructed
and written up for publication. Approximately one dozen presentations were
also made of this methodology at various international and national
conferences and colloquia.

Key ingredients in this research were the Ph. D. theses written by Thomas
V. Wimer, Eleanor Hare and Chandrasekharan Narayanan (in chronological
order). The first of these was entitled "Linear Algorithms on k-Terminal
Graphs and developed the basic methodology and theory. Dr. Hare's work
concerned the solution of various NP-complete problems on grid graphs (m
by n checkerboards) and the last of these works explored extensions of
Wimer's work to enumerating the totality of solutions to a given problem on
a graph and producing logarithmic time, parallel versions of these linear time
sequential algorithms.

In an effort to study the theoretical limitations of Wimer's methodology, a
new class of combinatorial optimization problems was discovered for which
the methodology fails. These are problems involving real valued functions
on the vertices of a graph which satisfy certain independence, domination or
irredundance conditions. The problem in general is to find such a function
on a given graph which has either a minimum or a maximum total value.
This area of computational study is called fractional graph theory. A number
of theoretical and computational advances into problems of this type were
made by Professors Hedetniemi, Laskar Hare and Jacobs (Clemson) along with
Professor Gerd Fricke (Wright State) and Grant Cheston (University of
Saskatchewan). Also a fourth thesis was written by Dr. Gayla Domke which
explores some of the theoretical properties of these newly defined fractional
parameters of graphs.

There were twenty-one publications from the group mentioned above in
three years. There were ten publications resulting from the work of Professor
Key in the area of block designs and coding. Professor Jamison's work in
references 25 and 26 nicely complemented Key's work. Professor Jarvis and
Shier continue to collaborate having produced four papers on this project in
the area of network reliability. Finally Professor Adams work in the
combinatorial area of a mathematical programming complemented both the
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graph theory group effort and the computational analysis work by Professor
Warner.

Work Accomplished in Computational Analysis. The following is a brief
summary of the work accomplished in the area of computational analysis.
References are given to the publications and technical reports generated by
the faculty on this contract.

Reneke, Fennell, Brannan and Bose applied reproducing kernel Hilbert
(RKH) space methods to several problems arising in the theory of linear
deterministic and stochastic hereditary systems. This research included new
controllability and filtering results, the design of feedback control, and
simulation. The finite dimensional approximations that flow from these
representations led to numerical implementations in control and simulation.
A series of examples and the associated computational results and graph were
developed throughout the contract. This work is contained in references 46,
51, 52, 53, 91. A separate work in stochastic differential equations in reference
4.

Bose, Cover and Reneke developed sufficient conditions for two and three
dimensional quadratic nonlinear ordinary differential equations to be point
dissapative, a weaker type of global asymptotic behavior than limit
point/limit set. These results are simple to state but surprisingly difficult to
establish. This work is contained in references 44, 45. Another nonlinear
control problem result is 54.

An eigenspace assignment approach to the design of parameter insensitive
control laws for linear multivariable systems has been developed. It utilizes
constrained optimization techniques and felxibility in eigenvector
assignments to reduce control sensitivity to parameter changes. Robustness
and performance is maintained. The method is computationally intensive.
This approach has been applied to study symmetric flutter suppression in an
aeroelastic vechicle. The method provides feedbck control laws making
closed loop stability less sensitive to changes in dynamic pressure. This work
is contained in references 39, 40, 41.

Professor Clark Jeffries was invited to visit Clemson during the second
year of the contract as a stimulus to the URI Program. He later was employed
by Clemson University as a regular faculty member. His work in dynamical
systems fall roughly into four categories: neurel networks (see references 64,
65, 66, 71, 72, 73) , a new model in fluid dynamics (see reference 67), a new
formulation of the electromagnetic equations (see references 69, 75) and
qualitative stability (see references (43, 68, 70, 74). The electromagnetics
research has led to a new conservation for classical radiation, resolution of
the self-force problem and a new account of radiation from an accelerating
particle, replacing Larmor's formula. The neurel network research has
investigated models which use multinomials as opposed to the familar
Hopfield model which is linear in gain function. Applications have focused
on correction of binary code. Finally, the research on qualitative stability has
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continued Professor's Jeffries work on the sign structure in terms of linear
and nonlinear systems. This particular effort complemented Professor
Johnson's interrupted project on matrix analysis (see also references 76, 77,
78). The research in fluid dynamics has developed the consequences of a
novel term in the energy equation, called pressure diffusion. Models
incorporating this term offer new accounts for three phenomena: increase of
sound speed with frequency in gases, density ripples ahead of bow shocks and
condensation in shocks in air. Another result in the area of fluid dynamics
(accoustical trajectories) was obtained by Professor Brannan (reference 47).

Professors Warner, Haymond, Reneke, and Cox conducted research using
the hypercube computer assisted by their students. The primary work coming
out of this effort concerned computational results in robot arms (see
references 60, 61, 62) and computation algorithms using parallel coprocessors
for tridaiagonal matrices (see references 48 and 50). See also the project by
Reneke and his research assistant (Trout) concerning image processing on the
hypercube, reference 90. Finally Professor Cox was a collaborator in the work
reported in reference 49. Professor Warner's work, reported in 103, is
connected with the solution of sparse systems arising in partial differential
equations.

Professors Stevenson and Geist's work on parallel computers is reported
in references 55 - 59 and 98 - 102. Related work conducted by another URI
investigator is reported in references 88 and 89.

Finally Professors Kostreva and Ruckle were partially supported for one
summer for an investigation in game and equilibrium theory research related
to distributed systems. Their work during that summer led to a number of
results (see references 79 - 87 and 92 - 97). Joint activity with others
researchers in distributed systems and with a computng environment
suitable for this activity was not available during that time and it remains
unclear how distributed systems may be used in this area; however the period
was very productive and these individuals began or worked on a number of
projects in the area.
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Index of Publications
Discrete Mathematics

1. Adams, W. P., and P. M. Dearing, "On the equivalence between roof
duality for unconstrained 0-1 quadratic programming problems",
submitted to Math. Programming.

2. Allan, R., Domke, G. S., Hedetniemi, S. T., and Renu Laskar,
"Generalized packings and coverings of graphs", Congressus
Numerantium 62 (1988) 259-270.

3. Assmus, E. F., and J. D. Key, J"Arcs and ovals in Hermitian and Ree
unitals", to appear in European T. Combinatorics.

4. Assmus, E. F., and J. D. Key, "Affine and projective planes", to appear in
Discrete Math (Special Coding Theory Issue).

5. Assumus, E. F. and J. D. Key, "Baer subplanes, ovals and unitals",
Coding Theory. IMA Volumes in Mathematics and its Applications, ed. D.
Ray-Chauduri, Vol. 20, Springer, New York, 1989.

6. Assmus, E. F. and J. D. Key, 'Translation planes and derivation sets",
submitted to Tournal of Geometry.

7. Chandrasekharan, N., Laskar, R., and C. E. Veni Madhaven, "Chromatic
polynomials of chordal graphs", Congressus Numerantium 61 (1988)
133-142.

8. Chandrasekaran, N., Hedetniemi, S. T., "Fast parallel algorithms for tree
decomposing and parsing partial k-trees", Proc. Twenty-sixth Annual
Allerton Conf. on Communication, Control and Computing Urbana, IL,
(1988).

9. Chandrasekharan, N, Iyenger, S. S., and Renu Laskar, "Maximal clique
separators of chordal graphs", Congressus Numerantium 62 (1988) 203-
215.

10. Cockayne, E. J., Hedetniemi, S. T., and Renu Laskar, Gallai theorems for
graphs, hypergraphs, and set-systems", Discrete Mathematics 72(1988) 35-
47.

11. Domke, G. S., Hedetniemi, S. T. and Renu Laskar, "Fractional packings,
coverings and irredundance", Congressus Numerantium 66(1988) 227-
238.

9



12. Domke, G., Hedetniemi, S. T., and Renu Laskar, "Edge subchromatic
number of a graph", Proceedings 250 Anniversary Conference on Graph
Theory, Congressus Numerantium 64 (1988), 95-104.

13. Domke, G. S., Fricke, G., Hedetniemi, S. T. and Renu Laskar,
"Relationships between integer and fractional parameters of graphs", to
appearin the Sixth International Conference on Graph Theory Conference
Proceedings.

14. Domke, G. S., Fricke, G., Laskar, R. and A. Majumdar, "A fractional veiw
of graph theory", to appear in the R. B. Bose Memorial Issue of Sankhya.

15. Hedetniemi, S. M., Hedetniemi, S. T. and A. L. Liestman, "A survey of
gossiping and broadcasting in communication networks", Networks 18
1988) 319-349.

16. Hedetniemi, S. T., Jacobs, D. P., and Renu Laskar, "Inequalities involving
rank of a graph", 1. Combinatorial Math and Combinatorial Computing.
6 (1989), 173-176.

17. Hedetniemi, S. T. and Renu Laskar, "Bibliography on domination",
Annals of Discrete Mathematics (to appear).

18. Hedetniemi, S. T. and Renu Laskar, "Recent results and open problems
in domination theory", SIAM Conference Proceedings, Application of
Discrete Mathematics, Editors, R. D. Ringeisen and F. R Roberts, 1988, 205-
218.

19. Hedetniemi, S. T. and Renu Laskar, "A bipartite theory of graphs I",
Proceedings 250 Annniversary Conference on Graph Theory. Congressus
Numerantium 64 (1988), 137-146.

20. Hedetniemi, S. T., G. A. Cheston, G. Fricke, and D. J. Pokrass,"On the
computational complexity of upper fractional domination", Discrete
Mathematics 24 (1989).

21. Hedetniemi, S. T., "Simplicial graphs", G. A. Cheston, E. 0. Hare and R.
C. Laskar, Congressus Numerantium, 67 (1988), 105-113.

22. Hedetniemi, S. T., G. A. Cheston, A. Farley, and A. Proskurowski,
"Conferring a spanning tree of a biconnected graph", , Information
Processing Letters, 32 (1989) 247-250.

23. Hedetniemi, S. T., M. 0. Albertson, R. Jamison, and S. Locke, 'The
subchromatic number of a graph", Discrete Math. 74 (1989)33-49.

24. Hedetniemi, S. T., and T. V. Wimer, "K-terminal recursive families of
graphs", Proceedings 250th Anniversary Conference on Graph Theory.
Congressus Numerantium 63 (1988) 161-176.
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25. Jamison, R., Laskar, R., Rowley, R and C. Turner, 'The edge achromatic
number of small complete graphs", Congresses Numentium 62 (1988) 21-
36.

26. Jamison, R., "On the edge achromatic numbers of complete graphs",
Discrete Mathematics 74 (1989) 99-115.

27. Jarvis, J. P. , and D. R. Shier, "Algorithms for approximating the
performance of multimode systems", to appear in IEEE
Communications.

28. Jarvis, J. P., and D. R. Shier, "Reliability computations for planar
networks", to appear in OR Journal on Computing.

29. Jarvis, J. P., D.R. Shier and r' E. Whited, "Discrete Structures and
Reliability Computations", -'oceedings of the 20th Symposium on the
Interface: Computing Science and Statistics.

30. Jarvis, J. P., D.R. Shier and A. J. Perticone, "Evaluation and design of a
voice telecommunications network", Proceedings of Computer Science
Technical Section Meeting: Impact of Recent Computer Advances on
Operations Research (ORSA, Williamsburg, 1989).

31. Key, J. D., and N. K. A. Rostrum, "A characterization of some finite
inversive planes", Ars Combinatoria 26 (1988).

32. Key, J. D. and K. Mackenzie, "On an upper bound for the p-rank of a
translation plane", submitted to I. Combin. Theory (A).

33. Key, J. D., "Designs and geometries with Cayley", submitted to Journal of
Symbolic Computation.

34. Key, J. D., "Regular sets in geometries", Annals of Discrete Math. 37
(1988) 217-224.

35. Key, J. D. and N. K. A. Rostrum, "Unitary designs with regular sets",
Discrete Math. 6 (1988) 235-239.

36. Key, J. D. "Incidence structures with regular sets", Congressus
Numerantium 60 (1987) 211-220.

37. Laskar, Renu, "Relationships between integer and fractional parameters
of graphs", (with G. Domke, S. T. Hedetniemi, and G. Fricke) to appear in
Proceedings of the Kalamazoo Conference, August 1988.

38. Laskar, Renu, "Efficient domination in graphs", (with S. T. Hedetniemi,
E. J. Cockayne, and B. Hartnell), submitted to Discrete Mathematics.
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Index of Publications
Computational Analysis

39. Adams, W. M., Christhilf, D., and R. E. Fennell, "Parameter insensitive
control utilizing eigenspace methods", submitted to the Journal of
Guidence, Navigation and Control, January 1990.

40. Adams, W. M., Christhilf, D., and R. E. Fennell, "Flutter suppresion
using eigenspace freedoms to meet requirements", Proceedings Second
NASA/Air Force Symposium on Recent Advances in Multidisciplinary
Analysis and Optimization NASA CP 3030, Part 2, pp 837-885.

41. Adams, W. M., Christhilf, D., and R. E. Fennell, "An application of
eigenspace techniques to symmetric flutter suppression", Proceedings of
the AIAA Guidence, Navigation and Control Conference, (1988) pp 391-
399.

42. Artzerouni, M. and J. A. Reneke, "Stochastic differential equations in
mathematical demography: a review", to appear in Applied
Mathematics and Computation.

43. Bone, T., Jeffries, Clark, and Victor Klee, "A qualitative analysis of dx/dt
= Ax + b", Discrete Appi. Math. 20 (1988) 9-30.

44. Bose, A. K., Cover, A. S., and J. A. Reneke, "Linear feedback control for a
class of nonlinear systems", Proceedings of the 21st Southeastern
Symposium on System Theory, (1989)

45. Bose, A. K. and J. A. Reneke, "Sufficient conditions for two-dimensional
point dissapative nonlinear systems", Int. I. Math. and Math. Sciences 12
(1989), 693-696.

46. Brannan, J. R. and J. A. Reneke, "Application of RKH space methods to
the filtering problem for linear hereditary systems", Analysis and
Optimization of Systems, Eds. A. Bensoussan and J. L. Lions, Springer-
Verlag, New York, 1988, 715-724.

47. Brannan, J. R., "Parabolic ray theory with boundaries", submitted to the
Journal of Computational Physics.

48. Cox, Christopher, "A cyclic reduction algorithm for a parallel processor
with vector nodes", Proceedings of the Third Conference on Hypercube
Concurrent Computers and Applications, ACM Press, (1988), 1532-1538.

49. Cox, Christopher L. and W. F. Moss, "Backward error analysis for a pole
assignment algorithm", to appear in the SIAM Journal on Matrix
Analysis and Applications.
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50. Cox, Christopher, and James K. Knisely, "A tridiagonal system solver for
distributed memory parallel processors with vector nodes", submitted to
the Tournal of Parallel and Distributed Computing.

51. Fennell, R. E., Haymond, R, and J. A. Reneke, "RKH space simulations of
stochastic linear hereditary systems", Proceedings of the Nineteenth
Annual Pittsburgh Conference on Modeling and Simulation. May, 1988.

52. Fennell, R. E. and J. A. Reneke, "Application of RKH space methods to
the design of robust controls for linear hereditary systems", Proceedings
of the 28th IEEE Conference on Decision and Control (1989).

53. Fennell, R. E. and J. A. Reneke, "Cannonical forms for distributed
systems control", Proceedings of the 1987 IEEE Transactions of Intelligent
Control.

54. Fennell, R. E. and J. A. Reneke, "An optimal control problem for a class
of nonlinear hereditary systems", Proceedings of the IEEE Conference on
Decision and Control -(1986).

55. Geist, R., and K. Trivedi, "Reliability models of computer models", to
appear in the IEEE Computer, Special Issue on Fault-Tolerant
Computing.

56. Geist, R., and R. Reynolds, "Colored noise inversion in digital
halftoning", Proceedings of Graphics Interface 1990 (GI '90), Halifax,
Nova Scotia, 1990.

57. Geist, R., Pargas, R., and P. Khambekar, "Digital halftoning by parallel
simulation of neurel networks", Proceedings of the Fifth Distributed
Memory Computing Conference Charleston, SC, 1990.

58. Geist, R., and M. Smotherman "Phased mission effectiveness using a
nonhomogeneous Markov reward model", Reliability Engineering and
System Safty, 27 (1990), 241-255.

59. Geist, R., and M. Smotherman "Ultrahigh reliability estimates for
systems exhibiting globally time-dependent failure processes",
Proceedings of the Annual Reliability and Maintainability Symposium,
Atlanta, (1989), 350-355.

60. Haymond, R. E., and J. R. Thornton, "Discrete-continuous hybrid
simulation using standard ODE integrators", Proceedings of the
Twenieth Annual Pittsburgh Conference on Modeling and Simulation,
May, 1989.

61. Haymond, R. E., and J. R. Thornton, "Event detection by inner product
methods in discrete-continuous hybrid simulation of a robot arm",
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Proceedings of the Twenieth Annual Pittsburgh Conference on
Modeling and Simulation May, 1989.

62. Haymond, R. E., J. R. Thornton and D. D. Warner, "A shortest path
algorithm in robotics and its implementation on the FPS T-20
hypercube", Annals of Operations Research, 14, (1988) 305-320.

63. Jeffries, Clark, and P. van den Driessche, "Hypergraphs and Volterra
multipliers for nonlinear dynamical systems", to appear in Discrete
Applied Mathematics.

64. Jeffries, Clark, "Neural network design with hypergraphs and Volterra
multipliers", submitted to Bulletin of the American Mathematical
Society.

65. Jeffries, Clark, and P. van den Driessche, "Hypergraph analysis of neural
networks", Physica D 39 (1989) 315-321
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1. American Mathematical Society Meeting in Liousville, January, 1990.
Reneke, J. and A. Bose, "Existence of a linear feedback control for certain types of
global stability" and R. E. Fennell, J. A. Reneke, "Application of RKH space
methods to the design of robust controls for linear stochastic hereditary systems".

2. SIAM Parallel Processing Conference in Chicago, December 1989. Cox,
Christopher, " Performance of Two Algorithms on a parallel Processor with
Vector Nodes" and Sun, Hung, "Parallel homotopy algorithm for symmetric
tridiagonal eigenvalue problem" and Dennis Stevenson, "Distributed Kernel for
Logic Processing"

3. IEEE Conference on Decision and Control in Tampa, December 1989.
R. E. Fennell and J. A. Reneke, "Application of RKH space methods to thedesign
of robust controls for linear stochastic hereditary systems".

4. ORSA/TIMS Conference in New York, October 1989.
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and polynomial mixed-integer zero-one programming problems",
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functions".
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J. A. Reneke and R. E. Fennell, "Applications of RKH space methods to the
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Key, J., "Codes and Designs".
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Fennell and J. A. Reneke, "Simulation of Stochastic Linear Systems".

15. Pittsburgh Simulation Conference, Pittsburgh, May 1989.
Thornton, J., "Discrete-continuous hybrid simulation using standard ODE
integrators", Thornton, J. and R. Haymond, 'Event detection methopds in
discrete-continuous hybrid simulation of a robot arm".

16. SIAM Conf on Optimization in Boston, April 1989.
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Kostreva, M., "Nonconvexity in noncooperative game theory".
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Reneke, J. and A. Bose, "Linear feedback control for a class of nonlinear systems
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Cox, C., "Solving banded linear systems on a hypercube with vector nodes",
Stevenson, D., Experiences in language development for distributed computing".
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Cox, Christopher and J. A. /Brannan, "Application of the boundary integral
element method in numerical ocean acoustics".
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23. 20th SE International Conferenceon Combinatorics in Bocca Raton, February
1989. Laskar, R. "Simplicial graphs".

24. ORSA Computer Sc ienceTechnical Section in Williamsburg, January 1989.
Jarvis, J. P., D. Shier and A. Perticone, "Evaluation and design of a voice
telecommunication network".

25. SE Conference on DE in Athens, November 1988.
Fennell, R. E. and J. A. Reneke, "Simulation of Linear Stochastic Systems". This
talk was also given at the Midwest Conference on DE in Ames, November 1988.

26. Carbondale Combinatorial Conference, October 1988.
Laskar, R. "Inequalities involving the rank of a graph".
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Johnson, C., Dearing, P. M., Adams, W. "On the equivalance between root duality
and Lagrangian duality for unconstrained 0-1 quadratic programming problems".
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Jeffries, C. "Mathematical analysis of neurel networks used in the solution of set
selection problems".

29. Conference on Numerical Solutions of Partial Differential Equations, Blacksburg,
September 1988. Cox, C., "On least squares approximations to first order elliptic
systems in three dimensions".

30. 26th Allerton Conference Communications, Control & Computing in Urbana,
September 1988. Naraynan, C. and S. Hedetniemi, "Fast parallel algorithms for
tree decomposing and parsing partial k-trees".

31. IMA Conference in England, August 1988. Johnson, C. R., "Applications of matrix
theory".

32. IMAC/SIAM Conference on Signal Processing in Minneapolis, August 1988.
Brannan, J., "Some signal processing problems in underwater acoustics".

33. AIAA Conference in Minneapolis, August 1988. Fennell, R., "An application of
eigenspace method to symmetric flutter suppression"

34. SIAM Discrete Mathematics Conference in SanFrancisco, July 1988.
Hedetniemi, S. T. and D. P. Jacobs, "The computation of fractional dominating
functions of graphs".

35. Kalamazoo Graph Theory Conference, July 1988. Hedetniemi, S., R. Laskar and
G. Domke, "Fractional dominating functions of graphs".

36. Johns Hopkins Matrix Theory Conference, July 1988.
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Moss, W., "Backward error analysis for a pole assignment problem".
37. Coalitional Stability Workshop in Columbus, July 1988.

Ruckle, W., "A discrete search game".
38. 3rd Supercomputing Conference in Boston, June 1988.

Stevenson, D., "A vector C and Fortran compiler for the FPS T-series".
39. 8th International Conference Analysis & Optimiztion, INRIA at Antibes, June

1988. Reneke, J. "Conditions yielding weak controllability for linear hereditary
systems".

40. Pittsburgh Simulation Confence, May 1988.
Haymond, R., Thornton, J., Fennell, R., "RKH Space simulation of stochastic
linear hereditary systems".

41. ORSAITIMS Conference in Washington, May 1988.
Jarvis, J. P., and D. R. Shier, "Approximate analysis of networks with multiumodal
components", Kostreva, M., "Solving polynomial optimization problems and non-
cooperative games by a homotopy algorithm", "Nonconvexity in Nash equilibrium
theory", "Approximate mean value analysis algorithms for queueing networks:
new formulations and convergence results"..

42. SIAM Conference on Linear Algebra in Madison, May 1988.
Moss, W. and C. Cox, "Sensitivity analysis for the single input pole assignment
algorithm", Kostreva, M., "P-functions in applied mathematics".

43. SE Systems Theory Symposium in Charlotte, March 1988.
Jeffries and Trout, J., "Vectorization of morphological image processing
algortihms".

44. SE Section SIAM Meeting, Tennessee Space Institute, March 1988.
Fennell, R. E., "Eigenspace methods for the design of parameter insensitive
control laws".

45. Nineteenth SE International Conference on Combinatorics in Baton Rouge,
February, 1988. Hedetniemi, S., R. Laskar and G. Domke, "Fractional packings,
coverings, and irredundance in graphs".

46. Third Hypercube Conference at Pasadena, January 1988.
Cox, C., "A cyclic reduction algorithm for a parallel processor with vector nodes",
Stevenson, D., (need title here)

47. American Mathematical Society Meeting, January 1988.
Reneke, J. and A. Bose, "An RKIH-space characterization of weak controlability
for a class of linear heredtary systems".

48. SEAS Section Meeting of SIAM in Athens, March 1987.
Reneke, J. and A. Bose, "Conditions yielding weak controllability for a class of
linear hereditary systems", D. Warner and J. Thornton, "A shortest path
algorithm and its implementation on the FPS T-20 hypercube".

49. Control 87 International Symposium on Intelligent Control in Washington, January
1987. Fennell, R., "Canonidcal forms for distributed systems".
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Complements", (with B. Piazza).

URI-076
Christopher L. Cox and James K. Knisely, "A Tridiagonal System Solver for
Distributed Memory Parallel Processors with Vector Nodes" submitted to the
Journal of Parallel and Distributed Computing.

URI-077
J. A. Reneke and A. K. Bose, "Conditions Yielding Weak Controllability for a
Class of Linear Hereditary Systems*, submitted to the Proceedings of the Nineth
International Conference Analysis Optimization of Systems in Antibes, France.

URI-078
A. K. Bose, A. Cover and J. A. Reneke, "Conditions which Imply Point
Dissapation in a Quadratic Nonlinear Ordinary Differential Equation".
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Schedule of talks
(All talks given in Daniel Auditorium)

Thursday, October 9th

1:00 - 1:05 Welcoming Remarks

1:05 - 1:15 Dr. F. R. McMorris, Office of Naval Research

1:15 - 1:55 Prof. David Sumner, Department of Mathematics,
University of South Carolina

"Forbidden Induced Subtrees"

In this talk we will discuss the effects of forbidding particular trees as
induced subgraphs of a graph. It is surprising just how much a
restriction affects the properties of a graph. We will discuss tie-ins with
the domination number, Hamiltonicity, 1-factors, toughness, and
particularly the chromatic number.

2:15 - 2:55 Prof. Narsingh Deo, Department of Computer Science,

University of Central Florida

"Approximation Algorithms for the Gate Matrix Layout Problem"

Lopez and Law in 1980 proposed a dense style of CMOS circuit layout, called
the gate matrix. The problem of minimizing the number of tracks (and hence
the silicon area) for a given set of gates and their interconnection was shown to
be NP-complete by Wing in 1982. An attractive dynamic-programming
formulation as well as a number of special-case optimization algorithms were
given by Deo, Krishnamoorthy and Langston in 1985. In this talk we will look
at some of the approximation algorithms and their performance for the gate
matrix layout problem. In particular a local-search heuristic will be examined in
detail. The expected value of the silicon area will be derived analytically,
assuming a uniform distribution on the input. The analytical results will be
compared with extensive empirical data.

*Supported by the U.S. Army Research Office under grant DAA29-82-K0107

3:15 - 3:55 Prof. Robert W. Robinson, Chairman, Department of Computer Science,
University of Georgia
(Joint with R. C. Reed)

"Enumeration of Labeled Diagraphs with Given Degrees"



The superposition method for counting labeled pseudo diagraphs is introduced.
This method allows direct computation of the exact number of such diagraph
with given in- and out-degrees. The corresponding numbers of labeled
diagraphs can then be enumerated by inclusion-exclusion, as reported by Katz
and Powell in 1954. Numerical results for labeled 2- and 3-regular diagraphs
were calculated in the manner for up to 14 nodes.

Also discussed are recurrence relations obtained by repeated reduction for the
numbers of labeled 2-regular and regularly oriented 4-regular graphs.
Numerical results were determined using these recurrences for up to 48 nodes.

4:15 - 4:55 Prof. Peter Winkler, Department of Mathematics and Computer Science, Emory

University

"Realization of Distance Matrices by Graphs"

Let D = (d.j) be an n x n real symmetric matrix with zero diagonal and positive
entries elsewhere, such that d..+ d.k< d. for each i, j, k, i.e., the distance
matrix of some metric space. :X graph a= <V,E> with edge-length function
f: E-4R + is said to realize D if there are distinguished vertices v1, Il, v in V
such that di = dG(v i, vj) for 1 < i, j < n, where dG is the ordinary path-length
distance.

A realization is optimal if it has least possible total edge-length. We review past
results and applications, address the question of the number of auxilliary
vertices needed, and determine the computational complexity of finding an
optimal realization.

7:30 Beer Party (Jordon Conference Room)

Friday, October 10th

8:15 - 8:40 Prof. A.Gyarfas, Hungarian Academy of Sciences

"Problems from the World Surrounding Perfect Graphs"

A family G of graphs is called X-bound with binding f if X(G") < f (w(G)
holds whenever G' is an induced subgraph of G E G. Here x(G) and 0(G)
denote the chromatic number and the clique-number of G. The family of perfect
graphs appear in this setting as the family of X-bound graphs with binding
function f(x) = x. The talk is mainly devoted to open problems concerning
X-bound families of graphs.

9:00 -9:40 Prof. Paul Stockmeyer, Department of Computer Science,
College of William and Mary

"New Results in Coin Changing Algorithms"

The current American coinage system has the following desirable greedy
property for every positive integer y, a minimum collection of coins adding up
to y cents can always be obtained by repeatedly selecting the largest
denomination coin not exceeding the remaining balance. However, if nickels
were withdrawn from circulation, this property would be lost: the greedy
selection method with y = 30 would choose a quarter and five pennies, while
three dimes would form a smaller collection.
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To date there is not a completely satisfactory method for determining which
coinage sequences have this greedy property for all y, although several partial
results are known. We present a variety of new results concerning when a
non-greedy sequence can be augmented to form a greedy sequence of coin sizes.
We also consider several properties that an ideal coinage sequence should satisfy
and prove that they are mutually incompatible.

10:00 - 10:40 Prof. Peter J. Slater, Department of Mathematics and Statistics,
University of Alabama at Huntsville
(Joint with D. W. Bange and A. E. Barkauskas)

"Disjoint Independent Dominating Sets in Graphs"

There is a lot of recent interest in the theory of linear algorithms for graph
theoretic problems. In particulhar, much has been done to provide a general
framework for algorithms to determine a minimum or maximum cardinality set S
with a certain property (such as, S is a minimum dominating set) in a tree T.
Here we introduce problems involving the determining of disjoint sets, each of
which has the required property. Concentrating on various forms of dominating
sets, we illustrate a similar general framework for algorithms to determine,
when possible, a pair of disjoint sets in a tree, each with the specified property.

11:00 - 11:40 Prof. Carla Savage, Department of Computer Science,
North Carolina State University

"Solving Problems on One-Dimensional Processor Arrays"

In this talk we present algorithms for solving combinatorial problem on one
dimensional processor arrays in which data flows in only one direction through
the array. We consider some simple problem such as sorting, evaluating
expression, finding corrected components and spanning trees, as well as some
more difficult problems such as ranking the elements in a chain of size n,
rooting a spanning tree with n vertices, and computing the bi-connected
components in a graph with n vertices. We show that each of these problems
can be solved using arrays of size n in which the data enters at the first cell and
flows through the array in only one direction until it leaves the last cell as
output. We show also how the biconnectivity algorithm for the array yields a
new sequential algorithm for computing bi-connected components.

1:20 - 2:00 Prof. Michael S. Jacobson, Chairman, Department of Mathematics
University of Louisville

"Results on the Irregularity Strength of a Graph"

For the purpose of this presentation, a network is a graph in which each edge is
assigned a positive integerweight. The degree of a vertex is the sum of the
weights of the edges incident with it. A network is irregular if its vertices have
distinct degrees, and the strength of a network is the largest weight assigned to
any edge. For a graph G, the irregularity strength, s(G) is the minimum
strength among irregular networks having G as an underlying graph.

Various results will be discussed including both upper and lower bounds for
s(G) exact calculations for various "special" graphs and open problems. If time
permits this parameter for r-uniform hypergraphs will be discussed.

2:20 - 3:00 Prof. Steve Locke, Department of Mathematics,
Florida Atlantic University

"Long Cycles Generate the Cycle Space of a Graph"



What conditions need one place on a graph G to ensure that the cycles of length
at least k generate the cycle space of G? Results due to Bondy and Lovdsz
(connectivity), Hartman, Locke (connectivity and degrees), and Alspack, Locke
and Witte (Cayley graphs) will be discussed.

An open question is also suggested relating this property to one on path lengths.

3:20 - 4:00 Prof. Dana Richards, Department of Computer Science,
University of Virginia

"Rectilinear Steiner Tree Algorithms"

4:20 - 4:40 Prof. E. Ordman, Memphis State University

"Firing Squad Synchronizatibn in Byzantine Graphs"

In the firing squad problem for graphs, a computer is located at each node of a
graph and messages may be passed along edges. Computation is synchronous
and proceeds by rounds. In the "firing squad" problem, it is required that
initially disagreeing clocks all be reset, i.e., one fixed process should be able to
initiate a process by which all the clocks are set to a common value in some
future round. The map of the graph is unknown to the processes at the outset.

In the byzantine variation, we assume that some small number of processes (not
exceeding a known number f, where the graph is known to have at least 3f + 1
nodes and be at least 2f + 1 -vertex connected) fail maliciously - that is, they
send false messages and change messages before forwarding them. We give an
algorithm that allows clocks to be synchronized in this case. Since a faulty
process could initialize the synchronization at any time, we also consider a
variant where synchronization only occurs on a request from f + I processes.
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Schedule of talks
(All talks given in Student Senate Chamber)

Thursday, October 1st

1:10 - 1:20 Welcoming Remarks by Dr. Bobby Wixson,
Dean of College of Sciences

1:20 - 2:00 Prof. C. L Liu, Department of Computer Science,
University of Illinois

"Generalization of Some Old Results in Combinatorics"

Generalization of some old results in combinatorics will be presented including
the notion of balloting sequences of 0's and l's, the definition of Latin squares,
and a theorem due to Birkhoff and Von Neumann on doubly stochastic matrices.

2:20 - 3:00 Prof. Gary Chartrand, Department of Mathematics,
Western Michigan University

"Variations On a Theorem of Petersen"

For an (r-2)-edge-connected aph 0, it is shown that if the number of edge
cutsets of cardinality r-2 and- I deg v -r I are sufficiently bounded from above
then G contains a matching of sufficiently large size. Several known results of
this type are also discussed, especially Petersen's theorem.

3:20 -4:00 Prof. L W. Beineke, Department of Mathematics,
Indiana University -Purdue University at Fort Wayne

"On Extreme Numbers of Subgraphs in Tournaments"

We consider tournament versions of this general graph problem: For a graph G
and a family F of graphs, what is the greatest (or least) number of copies of 0 in
any of the graphs in F? For ordinary tournaments, some of the interesting
known results are when F contains the tournaments of order n and 0 is a cycle,
a uansitive tournament, or a strong tournament of some order m. We
investigate corresponding problems for bipartite tournaments, where there are
both interesting results and open problems.
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4:20 - 5:00 Prof. Neil Robertson, Department of Mathematics
Ohio State University

"On Graph Minor Algorithms"

The work of Seymour and Robertson on graph minors bears on a number of
algorithmic questions concerning finite graphs.

1. Does a graph (I include another in some prescribed fashion?
2. Is a graph C included in some constructively defined structure?
3. Do graphs Gv with a specific structure have good algorithmic property?

Some special cases of these problems appropriate to the graph minor context
have been solved by the development of polynomial-time algorithms. However,
these solutions often have rather drastic practical drawbacks, and there are also
many interesting questions left open. This lecture will try in an informal way to
describe the main developments and to discuss what seem to be the natural open
questions in this area.

8:00 p.m. Beer Party (Jordan Conference Room)

Friday, October 2nd

8:30 - 9:10 Prof. P. L. Hammer, Rutcor,

Rutgers University

"Bounds and Approximations of Pseudo-Boolean Functions"

Methods are presented for determining "best" majorizadon and "best"
approximation of Pseudo-Boolean functions by linear ones. Applications are
given to non-linear 0 - 1 approximations and to game theory.

9:30- 10:10 Prof. E. 1. Cockayne, Department of Mathematics,
University of Victoria

"Some Recent Results on Domination, Independence and
Irredundance In Graphs"

This paper surveys some recent results concerning dominating, independent and
irredundant sets in graphs obtained by C. Mynhardt, B. Bollobis, G.
MacGillivray and the author. Several results of "Nordhaus-Gaddum type" ie.
4(Q)4(6; <(p) are discussed and also the concept of k-minimality of
dominating sets is presented.
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10:30 - 11:10 Prof. K. Brooks Reid, Department of Mathematics,
Louisina State University

"Majority Tournaments: Sincere and Sophisticated Voting
Decisions under Amendment Procedure"

Suppose that each voter in a finite, nonempty set V of voters linearly orders,
according to their preferences, a finite, nonempty set A of alternatives. For
a & a2 in A, say that a, dominates a2 if a majority of the voters rank a1 above a2
in their individual linear orders' If no ties are allowed (e.g. IVI is odd), there
results a tournament, called a majority tournament, with vertex set A and
domination as above. Under amendment procedure, a majority tournament and
some voting order, say aa,..,am, of the m alternatives in A are given. In the
first vote a, and az are pa for majority vote, the defeated alternative being
eliminated; at the i th vote, 2 < i : m - 1, the alternative surviving the (i - 1) th
vote is paired with a. , for a majority vote, the defeated alternative being
eliminated. The sin ere voting ecikion is the alternative surviving the final (i.e.
(m - 1) 1b) vote. The sonhisticated voting decision is obtained by first
anticipating the decisions of all possible final votes, then recursively anticipating
the decisions of earlier votes based on anticipated decisions of later votes until
the anticipated decision at the first vote, the sophisticated voting decision, is
identified. This talk concerns the location of and the relationship between the
sincere and sophisticated decisions in the majority tournament and in the voting
order. It is an expansion and extension of work by N. R. Miller (American
Journal of Political Science, XXI, 4, November 1977, pp. 769-803).

11:30 - 12:10 Dr. F. R. McMorris, Office of Naval Research

"Tolerance Intersection Graphs"

The intersection graph of a family of sets is the graph whose vertices are the
sets, and an edge is between two vertices if the two sets have a nonempty
intersection. When restrictions on the types of sets are made (e.g., intervals of
the real line, arcs of a circle, subtrees of a tree), it is possible to establish nice
theorems having applications ranging from genetics to scheduling problems.
Tolerance intersection graphs require the "strength" of the intersection of two
sets to be above a certain "tolerance" before an edge is established. The study of
such graphs is in its infancy and was initiated by Golumbic, Monma, and
Trotter in 1982. In this talk I will survey some known results, outline a general
research plan, and present some new preliminary results.

2:00-2:40 Prof. Ron Gould, Department of Mathematics,

Emory University

"Neighborhood Unions and Extremal Graph Problems"

For a graph G of order n and a set S C V(G), the neighborhood of S is defined
tobe

N(S)- (uIuse E(G) for some eS).

The set N(S) is merely the union of the neighborhoods of the individual vertices
in S and the value W(S)I can be thought of as the degree of the set S. We
consider a variety of results obtained by bounding W(S)I Z: k(n), where k
depends on the order of the graph G. The typical form for such a result is:
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Given a graph G of order n and a property P,, if IN(S) k(n) for all
subsets S a P(G) satisfying P1, then G has property P2.

Included will be hamiltonian and highly hamiltonian type results as well as
results about matchings, extremal path and cycle lengths, and Turan type
extremal results. An analog of the Bondy-ChvWal degree closure will also be
considered.

3:00 - 3:40 Dr. C. L. Monma, Bell Communications Research

"Optimally Embedding Planar Graphs"

It is well known that a planar graph can be embedded in linear time. However,
a planar graph may admit many possible embeddings, some of which are
"better" than others. We consider a general class of problems involving
"optimally" embedding planar graphs. We introduce several measures for
evaluating an embedding and examine the computational complexity of
minimizing each of them. These measures are motivated both by applications
which require "nice" embeddings, and by algorithms which work well only
given a "nice" embedding. This talk surveys recent results on joint work with
Dan Bienstock.

4:00 - 4:40 Prof. M. Fellows, Department of Computer Science,
University of Idaho

"Robertson-Seymour Posets: Applications of the Immersion
Order"

The wellpartial ordering of finite graphs under the immersion order has a
variety of striking applications to problems of VLSI layout and channel routing
and to problems of network integrity. These new applications and current
research directions aimed at developing practical algorithms based on the
fundamental work of Robertson and Seymour will be presented.
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Schedule of talks
(All talks given in Jordan Auditorium, G-33)

Thursday, October 6th

1:30 - 1:40 Welcoming Remarks by Dr. Bobby Wixson,
Dean of College of Sciences

1:40 - 2:20 Prof. Herbert S. Wil, Department of Mathematics,

University of Pennsylvania

"A Choice Generating Function Specimen"

This talk will be about joint work of Andrew Odlyzko and myself. It concerns a
problem In arrangements of coins, and the remarkable generating function that
results from considering that problem. The asymptotics of the number of solutions
will also be given.

2:40 - 3:20 Professor Peter L. Hammer, Department of Mathematics & Computer Science

Rutgers University

"Boolean Functions and Graph Theory"

The presentation will survey various Interactions between graph theory and
Boolean functions pointing out In particular some algorithms based on this
relationship.

3:40 - 420 Professor Derek Cornell, Department of Computer Science
University of Toronto

"Independent Set Bonding of Perfect Graphs"

One of the earliest results in perfect graph theory is: given two perfect graphs
each containing a clique of size K, the graph formed by bonding these two graphs
on these cliques is also perfect. Later it was shown that bonding on specific
sub-graphs Is guaranteed to preserve perfectness only If the sub-graphs are
cliques. In this talk we discuss the problem of bonding on Independent sets and
state conditions In which this bonding preserves perfectness. As a by-product we
have a new composition operation for building perfect graphs. This is joint work
with Jean Fonlupt.



* "" Page 2

Friday, October 7th

8:30 - 9:10 Professor V. ROdl, Department of Mathematics

Emory University

(To be determined)

930 - 10:10 Professor W. T. Trotter, Department of Mathematics & Computer Science
Arizona State University

"The Order Dimension of Convex Polytopes and Planar Maps"

With a convex polytope M in R3 , we associate a partially ordered set PM whose
elements are the vertices, edges, and faces of M ordered by inclusion. It is well
known that the order dimension of PM Is at least 4, and W. Schnyder has shown
that it is exactly 4 when every face of M is a triangle. In this paper, we show that
the order dimension of PM Is at most 6 for every convex polytope in R3. In fact,
the same bound applies whenever P Is the partially ordered set of vertices, edges
and faces of a planar map. Our proof relies heavily on the techniques developed by
Schnyder to prove that a graph G is planar if and only if the order dimension of
the partially ordered set determined by Its vertices and edges Is at most three.

1030 - 1 ::10 Professor Michael D. Plummer, Department of Mathematics

Vanderbilt University

"The Theory of Euler Contributions: Some New Applications"

All first year graph theory students learn about the classical Euler formula relating
the number of points, lines and faces of a graph embedded In an orientable
surface. One particularly well-known corollary of this result tells us that planar
graphs must have points of small degree. But It Is not so well-known that long
after Euler's time, Lebesgue and Ore were able to *fine-tune" the Euler formula to
get interesting results concerning the facial configurations surrounding such points
of low degree. In this talk, a brief outline of some of these results will be presented
which we hope will prove useful to those who study properties of graphs
embedded In surfaces. Some quite recent results obtained by the author and
others which employ the theory of Euler contributions will then be discussed.
These results arise In three different areas of graph theory: (1) matching, (2) cyclic
coloration and (3) pancyclicity.

11:30 - 12:10 Professor Allen J. Schwenk, Department of Mathematics & Statistics
Western Michigan University

"The Ultimate Subsequence Counting Algorithm"
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1:40 -2:20 Professor Gary Parker, School of Industrial & Systems Engineering

Georgia Institute of Technology

"On Recurlvely Constructed Graph Families"

Much attention has been given recently to graph classes which are recursively
definable among which are series-parallel graphs, Halin graphs, and partial k-trees.
In particular, it is well known that many otherwise hard problems are solvable on
these sorts of graphs using dynamic programming. As a consequence, interest has
shifted somewhat to now focus on certain limits to this strategy as well as the
development of a formal model of computation applicable to any recursive graph
family. In this talk, we examine available results.

2:40 - 3:20 Professor Arthur T. White, Department of Mathematics & Statistics
Western Michigan University

"Graph Imbeddlngs"

Three basic techniques for Imbedding graphs on surfaces are reviewed; these are:
(1) rotation schemes, (2) voltage graphs, and (3) surgery. Technique (2) Is
readily applied, for example, to obtain genus Imbeddings, and related combinatorial
structures, for k(n, n, n). All three techniques are Illustrated, for the quadrilateral
tessellation of the torus by the cartesian product C4 x C4. This Imbedding is
extended, via (3), to a genus imbedding for C4 x C4 x C4. Neither (3) nor (2)
seems appropriate for C3 x C3 x C3, but (1) suffices. The general problem of
minimal Imbeddings of repeated cartesian products of cycles Is discussed. Exact
and asymptotic results are presented. There Is relevance to the genus parametel
for finite abelian groups. (Some of the work reported Is joint with Tomaz Pisanski
and BoJan Mohar.)

3:40 - 420 Professor Terry McKee, Department of Mathematics & Statistics,
Wright State University

"Upper Bound Multigraphs For Posets"

By allowing multiple edges to represent multiple Intersection, much of the theory
and many of the applications of intersection graphs can be upgraded to
intersection multigraphs. In particular, upper bound multigraphs (i.e., intersection
multigraphs of all 'upsets' of elements) can be characterized and shown to
determine their associated posets up to isomorphism. This also produces a
characterization of those posets which have chordal or interval upper bound
rnultigraphs.

4:40 - 5:20 Ewa Kubicka, Department of Mathematics & Statistics,
Western Michigan University

"An Introduction to Chromatic Sums"

We introduce the new concept of the chromatic sum of a graph G, the smallest
possible total among all proper colorings of G using natural numbers. We show
that computing the chromatic sum for arbitrary graphs Is an NP-complete problem.
Indeed, a polynomial algorithm for the chromatic sum would be easily modified to
compute the chromatic number. Even for trees the chromatic sum is far from
trivial. We construct a family of trees to demonstrate that for each k, some trees
need k colors to achieve the minimum sum. In fact, we prove that our family gives
the smallest trees with this property. Moreover, we show that asymptotically, for
each value of k, almost all trees require more than k colors. Finally, we present a
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linear algorithm for computing the chromatic sum of an arbitrary tree.
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Thursday, September 28

1:00- 1:10 Welcoming Remarks by Dr. Bobby Wixson,
Dean of College of Sciences

1:10 - 1:50 Prof. Frank Harary, Dept. of Computer Science
New Mexico Stale Univ.

"Sum Graphs - Survey

The sum graph of a set S of positive Integers has node set S, with two nodes
adjacent if and only If their sum Is in S. We have shown that every graph can be
made Into a sum graph by adding Isolated nodes. The smallest such number Is
the sum number, a (G). In our original paper, we stated as a 'True Conjecture
that every tree T has aT (M" - 1; recently proved by Ellingham. With Bergstrand
and four of her students, we proved that the sum number of the complete graph
is cO (KJ - 2n - 3. Many open questions abound especially In extending the
concept to some digraphs of nonoabelian groups, and to the sum number of
finite abelian groups.

2:05 - 2:45 Prof. Trevor Evans, Dept. of Math. & Computer Science
Emory University

"Algebraic Aspects of Comblnatorics"

We survey some recent applications of algebra to combinatorics where the
algebraic tools Involved are not the familiar permutation groups, finite fields,
vector spaces, etc. but more exotic algebraic structures. Applications to
orthogonal Latin squares, designs and graphs are discussed.

3:10- 3:40 Prof. Daniel Kleitman, Mathematics Dept.

MIT

"On Zero-Trees"

Consider an Integer valued function on the edge-set of the complete graph
Km+1. The weight of an edge-subset Is defined to be the sum of the associated
weights. It Is proved, that there exists a spanning tree with weight 0 modulo m.



* - 3:55 - 4:35 Prof. Irvin Hentzel, Dept. of Mathematics -
Iowa State University. , -

"The Characteristic Function: An Alternative To Counterexamples"

The concept of a characteristic function is to make It easy to demonstrate that
something Is not true. For example, to prove that a matrix Is not invertible, one
only needs to show that Its determinant Is zero. To prove that two
trigonometric expressions are not equal, one need only find a number on which
they evaluate differently.

In non-associative algebras we are continually asked If Identities pl. p2, ... pk, will
Imply Identity q. We are asking, "in the free non-associative algebra, Is the
identity q in the T-ideal generated by pl, p2, ... pk, ?" Here the characteristic
function wil be a function which maps the T-deal to zero, but maps q to
something nonzero.

The contstruction of such characteristic functions can be done through
traditional representation theory using Young's tableaus. For algebras over a
field the process is complete In that q Is not In the T-Ideal If and only If there is a
characteristic function which proves it. Since this process can use the tableaus,
it is more transparent than purely computed characteristic functions.

One hopes to produce a characteristic function which so c5arty expresses the
process of the identities that is easily seen that t maps elemE-Is of the T-ideal to
zero. But even when it can not be so easily seen, verifying the characteristic
function Is magnitudes of order less work than verifying that an algebra satisfies
a set of Identities.

4:40 - 5:20 Dr. Paul Seymour, Belicore

"Separators In Non-Planar Graphs"

7:30 Social, Jordan Room

Friday, September 29

8:00 Coffee and Doughnuts, Student Senate Chambers

8:20 - 9:00 Prof. J. S. Provan, Curriculum In ORSA, •
Univ. of North Carolina

"Approximating Two-Terminal Reliability In Graphs"

A survey Is given of polynomial time schemes for bounding the probability - In a
graph with random arc failures -that two specified vertices are connected by a
path of operating edges. Two special Schemes will be highlighled: The first uses
the powerful property of Shellability Inherited by portions of the Underlying
System, and the second uses a new algorithm for the reduction of a two-terminal
planar graph by means of Series - parallel and dehfa-wye-deita transformation.

9:15 - 9:55 Prof. Charles J. Colboum, Dept. of Combinatorics and Optimization,

University of Waterloo

"Leaves and Nelghbourhoods of Triple Systems"

We explore two graph-theoretical questions which arise In combinatorial design
theory. First. we examine the structure of graphs which are leaves (missing edge
graphs) of partial triple systems. We then use these results to ask which
multigraphs can be nelghbourhoods (pairs appearing with a fixed element) In a
triple system. The talk emphasizes connections between graph theory and
design theory.



A 2 - 2:05 - 2:45 Prof. Jerrold R. Griggs, Mathematics Department - '

University of South Carolina

, Representations of Uniform Hyporgraphs Over GF(2)"

Let B be a family of f-subsets of [n] (1... , ni which we view as the edge set
for a I-uniform hypergraph. We say a representation of B over GF(2) is a t x n
(0.1)- matrix M such that every set of columns of M Indexed by a member of B Is
linearly Independent over GF(2). This concept is motivated by a problem in
extremal set theory* Chung, Frankl, Graham, and Shearer and Faudree, Schelp,
and 6s study families B with the property that the maximum size of a family
F 2[n], such that the intersection of any two sets In F contains some set in B,

is just 2n-t. They conjecture in particular that B has this property when it
consists of all cyclic translates of some I-subset X. Griggs and Walker observe
that B has this property (and much more) whenever it has a representation as
defined above. They show that a representation exists for the (smaller)
collection of all ordinary translates of a I-subset of X They conjecture more
generally that every hypergraph B of maximum degree I has a representation,
which is easily verified for t - 1, 2. The more challenging case t. 3 has been
proven by FOredi, Griggs, Holzman, and Kleftman by finding a suitable
vertex-coloring of the 3-uniform hypergraph.

3:00 - 3:40 Prof. Siemion Fajtlowicz, Dept. of Mathematics
University of Houston
"On Conjectures and Methods of Graffltl"

Graffiti Is a computer program making graph-theoretical conjectures. I wil
discuss in this talk some of the solved and some of the open conjectures of the
program.

In the past, the trivially true conjectures, were the greatest obstacle in
Improvement of the performance of Graffiti. I will describe the current methods
which I use to handle this problem, as well as some new activities of Graffiti like
concept formation. I will also review and atiempi to formulate mathematically
certain questions related to the problem of automated discovery.

3:55 - 4.25 Prof. Gerd Fricke, Dept. of Mathematics
Wright State University

"Strong Matchings on Trees"

We show that for a tree T, 2p* - VIR, where A* is the maximum number of
independent K2s and VIR is the maximum cardinality of a very open irredundant
set. We also give a linear time algorithm for computing VIR (T).

4.30 - 5:00 Prof. Robin Thomas, Dept. of Mathematics
Georgia Tech.

"How Many Cops Are Needed to Catch a Robber?"

We consider a version of a "cops-and-robber" game In a finite graph and show its
relation to tree-width. Then we generalize the game to infinite graphs and show
how it relates to excluded minor theorems. For instance, for an (infinite) graph
G the following conditions are equivalent:

(i) G has no minor Isomorphic to the Infinite I - branching tree,
(ii) countably many cops win the game In G,
(iii) G has a "tree-decomposition" into at most countable pieces such that the

underlying tree has no infinite path.

This is a joint work with Nell Robertson and P. D. Seymour.



-. ,..,, .j' "10"10 - 1050 Prof. George L. Nemhauser, ISYE
Georgia Institute of Technology

"Solving Combinatorial Optimization Problems By Constraint Generation
Algorithms and an Application to Graph Coloring"

Many combinatorial optimization problems can be formulated as linear programs
with an exponential number of constraints. We discuss contrainl generation
algorithms for solving such problems and their relationships to complexity and
compact formulations. We then apply the results to the edge coloring problem.

11:205- 11:45 Prof. Unda M. Lesnlak, Dept. of Math. & Computer Science
Drew University

"Tolerance Intersection Graphs"

In [Congressus Numerantlum 35 (1982). 321-3311, Golumbic and Monma
Introduced the concept of tolerance graphs. A graph G - V. E) Is called a
tleancegrah if there exists a collection (ix I x C V) of closed Intervals on a line
and a set (Ix I x C V) of positive numbers satisfying x y C E €: I Ix n ly I min
{tx ,ty) where III denotes the length of Interval I. They showed that if tx a c for
every x c V and some constant c, then we obtain exactly the class of Interval
graphs. Thus tolerance graphs Indeed generalize Interval graphs. A more general
approach was taken by Jacobson, McMorris and Muider (preprint). Let Z be a
set and let Z be a measure on Z assigning to each non-empty subset S of Z a
positive real number p (S). Let Am {Sv) vcV be a (finite) collection of non-empty
subsets of Z, and let t: A-4 R+ be a mapping which assigns to each subset Sv a
tolerance tv. Finally, let #: R+ x R+ - R+ be a function assigning a positive real
number to each pair of positive reals. Then the tolerance Intersection graoh of
(A. p) and (t. $) Is the graph G - (V, E) with vertex set V and
xyC E ap (S n Sy) Z # (t1, ty)

Clearly, the concept of tolerance Intersection graphs generalizes tolerance
graphs, where A Is a collection of Intervals on a line, p (S) - ISI for each S C A,
and # (tx, ty) - min (tix. ty).

A survey of recent results Involving tolerance Intersection graphs will be given.

1:10 - 1:50 Prof. Dan Bienslock, Dept. of indust. Eng. & Op. Research
Columbia University,

"Recent developments on Path-Width, Tree-Width and Graph Searching"

We will describe some results due to (in various combinations) the author, Nel
Robertson, Paul Seymour and Robin Thomas, that show an important
connection between path-width and tree-width on the one hand, and graph
searching on the other. The problem of capturing a fugitive In a graph, using
fewest possible searchers, was originally of Interest In computer science because
of its formal resemblance to certain pebbling games. The graph Invarlants
path-width and tree-width arose naturally In the proof of Wagner's conjecture
due to Robertson and Seymour. As we will show, for each of these two
parameters there is a nn-max characterization, which shows that it Is equal to
the graph-searching number In an appropriately defined searching game. This
yields (1) A very short proof of LaPaugh's theorem, that a graph can be
searched with fewest guards In a monotone way, and (2) A theorem stating that
If a graph G does not contain a forest Fas a minor, then the path-width of G Is.: less than I V(F)i -1.


